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Abstract 
 

This paper presents a method based on machine learning to predict 
garment sales within a retail environment. To this end, the paper 
proposes an optimization system of the stock levels of retailers 
through better-informed decisions by using improvements in 
revenue realization employing such methodology. The objective of 
this research is to establish an accurate predictive model for the sales 
of garments taking into account past sales, seasonality and other 
influences like economic conditions and garment Industry. We test 
several machine learning techniques such as regression analysis, time 
series, and ensemble techniques to predict how far we can go to 
categorize and predict sales on individual products, multiple 
products and product categories. Several algorithms that had been 
tested and compared, were considered for their efficacy and accuracy 
on predicting sales trends. 

 
INTRODUCTION 
The garment assiduity is a veritably fascinating 
sector for the deals vaticination. Indeed, the long 
time- to- request which contrasts with the short 
life cycle of products, makes the soothsaying 
process veritably grueling. A suitable soothsaying 
system should also deal with the particularity of 
the demand garment trends, seasonality, 
influence of numerous exogenous factors, We 
propose then a review of the different constraints 
related to the deals soothsaying in the garment 
assiduity, the methodologies and ways being in 
the literature to manage with these constraints 
and eventually, the new motifs which could be 
explored in the field of the deals soothsaying for 
garment products. Background Garment deals 
vaticination is important to all aspects of 
stockkeeping, price setting, and avoiding stockout 
or overstock. Traditional soothsaying styles 
calculate substantially on further intuitive 
judgment or simple models that yield lesser 

crimes because of seasonality and moving 
patterns in the request. Developing a machine 
literacy model for prognosticating garment deals 
through the analysis of literal data An approach 
with identification of crucial features. Directly 
prognosticating garment deals is pivotal for 
optimizing stock situations, minimizing losses 
from unsold particulars, and effectively meeting 
client demand. 
 
REVIEW OF LITERATURE 
In this study, inspection of the data collected from 
a retail store and prediction of the future 
strategies related to the store management is 
executed. Effect of various sequences of events 
such as the climatic conditions, holidays etc. can 
actually modify the state of different departments 
so it also studies these effects and examines its 
influence on sales[1]. 
The unpredictable nature of product demand and 
the short life cycle of products are especially 
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critical for the fashion merchandising service 
assiduity, making deals vaticinating a grueling yet 
pivotal task[2]. 
Our exploration focuses on the vesture assiduity, 
especially the impact of rainfall information on 
vesture deals. While reusing products, recycling, 
and unrestricted- circle force chain operation can 
help companies alleviate force overflows caused 
by rainfall changes, it's anticipated that this 
problem will be answered at its source in the 
future. The apparel deals cast considering rainfall 
information can control the force volume before 
the apparel product and manufacturing, palliate 
the overstock at the source, and help the 
overproduction caused by the demand change 
caused by rainfall changes. Generally, rainfall has 
a significant impact on apparel deals [3]. 
Problem Statement Retailer cannot precisely 
determine the deals of the garment because its 
nature is veritably complex, which is decided on 
consumers' gets and all external factors like 
seasonal oscillations, promotional schemes, and 
shifting garments. Therefore, the strong and data- 
driven interpretation of machine literacy can 
prognosticate the deals of garments more 
effectively [4]. Approaches are simple and 
intuitive and can be used for quick apparel 
demand soothsaying. Still, the use of these time- 
series- grounded styles is inadequate because the 
demand for fashion products depends on other 
factors, similar as price and the demand for other 
affiliated products [5]. 
Unlike other products, apparel has a strong 
fashion and seasonality, a short product life cycle 
and a long product lead time. These factors make 
it more delicate to read the deals of apparel 
products. In fashion apparel, ZARA and other fast 
fashion companies constantly acclimate the deals 
volume according to the factual demand to 
reduce force threat [6]. Our study proposes and 
expands the influence of rainfall information on 
apparel deals soothsaying, substantially by 
agitating the influence of rainfall on different 
apparel orders. With the fierce competition in 
retail demand, reasonable and dependable deals 
vaticinations are of great significance to the 
apparel assiduity [7]. 
For a lesser appreciation of this exploration issue, 
we then give a literature review of two aspects. In 
the end, we shall present some of the most 
generally used algorithms and models in apparel 
deals soothsaying and explain the strengths and 
sins of each model [8]. 
 
 
 
 
 
 

METHODOLOGY 
1. Flow: 

 
Fig. 1: Flow of proposed work 

 
2. Dataset:  

Data Collection: Public Datasets Open-Source 
Repositories Kaggle Datasets - garment sales 

dataset search for fashion, retail, and garment 
sales 

datasets.

 
Fig. 2: A sample dataset considered for modelling 

 
Handling Missing Data: Search for any missing 
values within the dataset and determine how to 
handle them. We utilized the function missing 
values = df. isnull().sum() to search for missing 
values within the dataset. The output indicated 
there are no missing values, making the data 
complete and reliable for analysis. 
 

  
Fig. 3: Missing Values                                         
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Fig. 4: Count No of & columns, data types & non-

null 
 
Info: The data.info () function provides a 
summary of the dataset, including the number of 
rows and columns, data types, and non-null 
counts for each column. It also provides memory 
usage details, which are useful for data 
management and optimizing computational 
efficiency. The total no of rows 
 are 3901 and columns are 16. 
Data Cleaning: Collect past sales data, including 
sales volume, dates, product types, and prices 
Customer data Analyze customer demographics, 
buying patterns, preferences, and behavior.  
Feature engineering: is important when it comes 
to boosting the accuracy and efficiency of 
machine learning models, especially for 
predicting garment sales. It is all about taking 
that raw data and turning it into meaningful 
features that truly capture the patterns and 
trends. 
 
3. Data splitting: 
Another part of creating a machine learning 
model that will make sales predictions about 
clothing is dividing the dataset appropriately so 
that the model generalizes to unseen data. This 
keeps avoiding overfitting and provides an 
unbiased estimate of how the model works. 
Random Split (Train-Test Split) Most suitable for: 
General data with no time component. Splits the 
data at random into the training set and test set.  
Common ratio: 60% Train, 40% Test  
• Train Set (60%) – Utilized to fit/learn the model 
by recognizing patterns and relationships within 
the data.  
• Test Set (40%) – Utilized to test the 
performance of the model on new data and 
measure generalization ability. 

 
Fig 5: Train and Test datasets 

 
4. Model Selection: 
Selecting a model is an important aspect in 
developing a machine learning system to predict 
clothing sales. This step is choosing the best 
algorithm based on the dataset, model 
complexity, interpretability, and evaluation 
statistics. 
 
5. Model Training: 
Model training consists of fitting the model on the 
training dataset and evaluating its performance 
on the test dataset as a measure of the model's 
capacity to generalize to data it has not been 
trained on.  
The training process starts once you have 
selected the machine learning model and now 
you want to train the model using the labelled 
dataset. During the training process the model is 
starting to learn the underlying relationships and 
patterns in the data, while changing the 
parameters associated with the data to reduce 
the prediction error.  
Load the labelled instances with synthetic 
features from the training dataset into the 
selected model. In an attempt to lessen the 
difference between the predicted and actual 
labels, the model iteratively refines its internal 
parameters using the provided examples. 
 
6. Model Evaluation Matrix: 
The last step is to assess the model's performance 
on the chosen testing dataset after it has been 
trained, validated, and adjusted. The assessment 
metrics offer a thorough summary of how 
effectively the machine learning model can 
recognize and categories incidents linked to the 
operation of the garment sales. 
Mean Absolute Error (MAE): Measures the 
average magnitude of errors in predictions. Mean 

Model Description Pros Cons 

Linear Regression Assumes a linear relationship 
between features and target. 

Easy to interpret, 
fast 

Cannot handle complex 
patterns 

Random Forest 
Regression 

Ensemble of decision trees with 
averaging. 

High accuracy, 
handles large data 

Slower training time 

Gradient Boosting  Sequentially improves weak 
models to reduce errors. 

High performance Computationally intensive 
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Squared Error (MSE): Penalizes larger errors 
more than smaller ones. R-squared: Shows how 
well the model fits the data.  
 
Linear Regression: 
Linear regression is a widely used supervised 
machine learning algorithm for solving 
predictive modelling problems in many areas 
including textile sales forecasting. It establishes 
the relation as linear between features 
(independent variables) and target (dependent 
variable). 

 
Fig 6: Linear Regression evolution matrix 

 
Random Forest Regressor:  
Random Forest Regressor (RFR) is an ensemble 
machine learning technique specifically the 
regression of a large collection of decision trees. 
The model performs very well with non-linear 
relationships, noisy data, and high-dimensional 
data and hence fits perfectly for predicting 
garment sales. 

 
Fig 7: Random forest evolution matrix 

 
Gradient Boosting: 
Gradient Boosting (GB) is a robust ensemble 
learning algorithm that builds prediction models 
in a sequential manner such that successive 
models improve upon the errors of previous 
models. GB adds structured data performs better 
than its counterparts and therefore it is a good 
choice when it comes to forecasting item sales in 
garments as factor like seasonality, promotions, 
and trends can play a major aspect. 

 
Fig 8: Gradient boosting evolution matrix 

 
Prediction and Visualization: 
Once the model has been trained and evaluated, 
we will move on to predicting and developing 
useful visualizations to understand the results 
and trends. 

 
Fig 9: Model performance comparison 

visualizations to compare model performance, 
actual sales to predicted sales using total sales. 
 

 
Fig 10: Model performance actual sales vs. 

predicted sales 
visualizations to compare model performance by 
Total sales to month, year, day of week, season 
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Fig 11: Model performance by using Total sales to 

month, year, day of week, season 
 
RESULT 

 
Fig 12: All models evolution matrix result 

Presentation of the results of data analysis, 
including the performance  measures of the 
model. Gradient Boosting achieved highest model 
fits the data of R2 is 0.98, while Random Forest 
Regressor came in second with is R2 0.94. Linear 
Regression outperformed accuracy, scoring R2 is 
0.80. 
 
CONCLUSION 
Conclusion In using machine learning towards 
garment sales prediction  results, it has indeed 
been phenomenal since data driven models have 
been well     applied to predict the trends based on 
available data. Using regression to predict and 
analyze the trend for the required sales avenues 
can significantly improve the reliability of 
forecasting. This study offers a comparison of the 
Linear Regression, Random Forest, Gradient 
Boosting models using the Garment sales dataset. 
Based on the results, the Gradient Boosting 
achieved the best performance. This has helped 
businesses better preposition their inventory 
management and optimize better decision-
making mechanisms. This leads to reduced 
stockouts and better customer satisfaction for 
garment retailers. 
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