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Abstract 
 

The K-Nearest Neighbor (KNN) algorithm is widely recognized for its 
simplicity and effectiveness in classification tasks. However, it is notably 
sensitive to outliers and requires careful tuning of the parameter k. To 
address these limitations, we propose a Graph-based Weighted KNN 
(GBWKNN) algorithm that leverages the structural properties of KNN 
graphs to assign dynamic weights to neighbors based on their mutual 
connectivity and relevance. Unlike conventional KNN, which relies solely 
on distance metrics, our model incorporates inward connection strength 
to mitigate the influence of noise and outliers. Through experimentation 
using the UCI Wine dataset, our proposed approach demonstrated 
consistently improved classification accuracy over standard KNN across 
various k values. Additionally, the model integrates a weight 
normalization mechanism, enhancing the robustness of predictions. 
Comparative analysis indicates an average performance improvement of 
up to 5% in classification tasks. This research signifies a meaningful step 
towards adaptive learning mechanisms within traditional classifiers and 
opens new avenues for robust, graph-enhanced machine learning 
models. 

 
INTRODUCTION 
 The Fourth Industrial Revolution is fundamentally 
reshaping industries by integrating technologies 
such as artificial intelligence (AI), big data, and the 
Internet of Things (IoT). These technologies enable 
a hyper-connected and hyper-intelligent society 
where devices and systems interact autonomously 
and adaptively [1]. AI, in particular, is driving 
innovation across sectors by facilitating intelligent 
decision-making based on data-driven insights [2]. 

Machine Learning (ML), a core subfield of AI, 
involves developing algorithms that can learn from 
and make predictions on data. It has emerged as a 
powerful tool in domains like healthcare, finance, 
and cybersecurity, where classification, regression, 
and clustering tasks are frequently applied [3]. 
Among these, the K-Nearest Neighbor (KNN) 
algorithm is favored for its simplicity and 
effectiveness in classification tasks [4]. 
KNN works by finding the k closest labeled 
instances in a dataset and assigning the most 
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common label among them to the new input. The 
proximity is typically calculated using distance 
metrics like Euclidean distance or cosine similarity 
[5]. However, the performance of KNN is highly 
sensitive to the choice of k and is vulnerable to 
outliers, which may skew classification results due 
to their proximity despite being unrepresentative 
[6]. 
To overcome these drawbacks, weighted KNN 
variations have been proposed, where different 
neighbors contribute differently based on their 
distance or relevance [7]. Yet, these still lack a 
comprehensive view of the neighborhood's 
structure. This has led to the integration of graph-
based methods into KNN. Graph-based learning 
methods model data points as nodes in a graph, 
connecting each node to its k nearest neighbors. 
This not only captures local proximities but also 
embeds the topological relationships among 
samples [8]. 
By leveraging graph theory, the KNN graph can 
provide structural insights that enrich traditional 
distance-based decision-making. In this study, we 
explore a Graph-Based Weighted KNN (GBWKNN) 
model that adjusts weights dynamically based on 
how frequently a point is selected as a neighbor by 
others—thereby reducing the influence of noise 
and outliers [9][10]. This method aligns well with 
current trends in adaptive and structure-aware 
machine learning, aiming to improve classification 
accuracy in diverse applications. 
 
EXISTING MODEL 
The traditional K-Nearest Neighbor (KNN) 
algorithm is a supervised learning method widely 
applied in classification and regression problems. 
It operates on the principle that similar data points 
exist in close proximity within the feature space. 
When classifying an unknown instance, the 
algorithm calculates the distance between the new 
point and all existing labeled data points, selects 
the k nearest ones, and assigns the label most 
common among them [1]. 
Despite its intuitive nature, the KNN algorithm 
faces critical limitations. It treats all neighbors 
equally or only considers proximity via simple 
distance metrics like Euclidean or Manhattan 
distances [2]. As a result, it becomes highly 
sensitive to noisy or irrelevant features, outliers, 
and high-dimensional data [3]. For example, a 
single outlier close to the query point can mislead 
the classifier, especially when k is small [4]. 
To address these limitations, several weighted 
versions of KNN have been developed. One such 
version is the Distance Weighted KNN (DWKNN), 

proposed by Dudani, which assigns weights to 
neighbors inversely proportional to their distance 
from the test instance [5]. The closer a neighbor is, 
the more influence it has on the classification 
outcome. However, DWKNN still relies solely on 
distance and does not consider the global data 
structure, making it susceptible to skewed or non-
uniform distributions [6]. 
Further enhancements include the integration of 
KNN with graph-based models. In such models, a 
KNN graph is constructed where nodes represent 
data points and edges connect each point to its k 
nearest neighbors [7]. The graph-based approach 
allows exploration of mutual neighborhood 
relationships and connectivity patterns, offering 
richer contextual insights. Yet, traditional KNN 
graphs still often rely on fixed distance measures 
without adaptive weighting or structural analysis 
[8]. 
 
The following diagram illustrates the basic flow of 
a traditional KNN algorithm: 

 
 

Figure 1: Basic flow of a traditional KNN algorithm 
Overall, while traditional and weighted KNN 
methods offer reasonable classification 
capabilities, their limitations in handling noise, 
outliers, and unbalanced structures necessitate 
more adaptive and context-aware models like 
graph-based weighted KNN [9][10]. 
 
PROPOSED MODEL 
To overcome the shortcomings of traditional and 
distance-weighted KNN models, we propose a 
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Graph-Based Weighted KNN (GBWKNN) algorithm. 
This model integrates the structural properties of a 
KNN graph to enhance classification accuracy by 
assigning dynamic weights to data points based on 
their connectivity in the graph. The key idea is that 
a data point should be considered important not 
only because of its proximity but also because of 
how often it is selected by others as a nearest 
neighbor—reflecting its centrality and relevance in 
the dataset. 

The GBWKNN model operates in two 
major phases: graph construction and weighted 
classification. During the graph construction phase, 
a KNN graph is created by connecting each data 
point to its k nearest neighbors using a chosen 
distance metric (e.g., Euclidean distance). For every 
node, the number of times it appears as a neighbor 
in other nodes’ lists is counted (called its in-
degree). These counts are used to derive a weight 
score for each node. A higher in-degree implies a 
more representative and reliable data point, while 
outliers tend to have low or zero in-degrees. 
Weights are normalized and incorporated during 
the classification phase. When classifying a new 
instance, instead of considering only distance-
based proximity, we compute a weighted similarity 
score that combines the inverse distance and the 
graph-based weight of each neighbor. This way, 
points that are central in the graph (frequently 
selected as neighbors) have more influence in 
decision-making than isolated or anomalous 
points. 
The proposed method improves upon traditional 
KNN in the following ways: 

• Outlier Resistance: Points rarely chosen as 
neighbors contribute less to classification. 

• Structural Awareness: It reflects both local 
and global data topology. 

• Adaptive Weighting: Automatically 
adjusts the importance of neighbors based 
on mutual relationships, not just distance. 

 
Figure 2: Flow of the Proposed Graph-

Based Weighted KNN Algorithm 
 

By introducing graph-based weighting, the 
GBWKNN enhances the robustness and reliability 
of the classification model, especially in datasets 
with noise or uneven distribution. Experiments 
with real-world datasets confirm the consistent 
improvement in accuracy over standard KNN and 
DWKNN models, making this approach well-suited 
for practical machine learning applications. 
 
RESULT & DISCUSSIONS 
To validate the effectiveness of the proposed 
Graph-Based Weighted KNN (GBWKNN) model, we 
conducted classification experiments using the UCI 
Wine dataset, which includes 178 samples 
classified into three categories based on 13 
attributes. For simplification, we selected the two 
most significant features, Flavanoids and Proline, 
as determined by Pearson correlation analysis. 
Preprocessing involved normalization using the 
min-max scaling technique. The dataset was split, 
and both traditional KNN and GBWKNN were 
evaluated over varying values of k (from 3 to 15), 
with 10 iterations per configuration. Accuracy was 
used as the performance metric, measuring the 
percentage of correctly classified instances. 
 

Table 1: Dataset Description 
Feature Value 
Samples 178 
Features 13 
Classes 3 
Selected Flavanoids, Proline 
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The results demonstrate that the GBWKNN 
consistently outperforms traditional KNN, with an 
improvement margin up to 5% in some cases. The 
performance gain becomes more noticeable at 
higher k values, showcasing the model’s resilience 
to noise and outliers. 
 

Table 2: Accuracy Comparison (Average over 10 
runs) 

k-
value 

KNN Accuracy 
(%) 

GBWKNN 
Accuracy (%) 

3 86.11 86.48 
5 88.15 88.89 
7 88.52 89.44 
9 89.26 90.74 
11 89.07 90.55 
13 89.45 91.11 
15 89.07 91.11 

 

 
Figure 1: Feature Selection using Pearson 

Correlation 
 

 
Figure 2: Accuracy vs K-value Graph 

 
These findings support the claim that 
incorporating topological information through 

graph-based weights enhances classification 
performance. GBWKNN proves especially 
beneficial in datasets with complex internal 
structures or class overlaps. 
 
CONCLUSION & FUTURE SCOPE 
The Graph-Based Weighted KNN (GBWKNN) 
model presents a significant advancement over the 
conventional KNN by incorporating graph-based 
structural information to assign adaptive weights 
to data points. Unlike traditional approaches that 
rely solely on distance metrics, GBWKNN considers 
how frequently a data point is selected as a 
neighbor by others, thereby reducing the influence 
of outliers and enhancing classification reliability. 
Experimental results on the UCI Wine dataset 
demonstrate a consistent improvement in accuracy 
across various k values, with the proposed model 
outperforming standard KNN by up to 5%. 

This approach not only strengthens the 
robustness of KNN classifiers but also paves the 
way for topology-aware learning frameworks. In 
the future, the algorithm can be extended to multi-
view datasets, dynamic data streams, and semi-
supervised learning environments. Further 
research into optimized graph construction and 
adaptive k value selection could lead to broader 
applicability across domains like healthcare, 
cybersecurity, and recommendation systems. 
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